Part 8 Techniques to Compensate for
Intersymbol Interference and

AWGN



Introduction

Transmission of digital data (bit stream) over a noisy
baseband channel typically suffers two channel
imperfections

B [ntersymbol interference (ISI)
B Background noise (e.g., AWGN)

These two interferences/noises often occur simultaneously.

However, for simplicity, they are often separately
considered 1n analysis.
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Matched Filter

Matched filter 1s a device for the optimal detection of a

digital pulse. It is so named because the impulse response
of the matched filter matches the pulse shape.

System model without ISI

_____ channel
: xi(t) Linear (7) w(T)
g (t) ’() * time-invariant filter >\ >
: I ho) sample att=T
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Design Criterion

To find 4(¢) such that the output signal-to-noise ratio SNR,
1S maximized.

x(t)=g()+w(t) for 0<t<T
y(1) =[g(2) + w(t)]* h(2)
= g() ™ h(t) + w(?) * h(t)
=g,(1)+n(1)

SNR, - Igo(zT) ’
E[n(T)]
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Analysis of Matched Filter

g,(t)= | H()G(f)exp(j2aft)df

=g, ()=

[ H(HG(fyexp(j2/T)df

With w(¢) being white with PSD N, /2,

S,(f)= 8, (/) [ H(f) = N; H(f)

N

= E[n*(T))= [ S, (Ndf ==+ [ |H()F df
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Analysis of Matched Filter

2

[ GUNHH(f)exp(j24/T)df
Sl

=n=

Cauchy-Schwarz inequality
(@) @) = | [ (@il
< ([ m@Pda) ([ m@Pds) = @), 110) Wa(e), va(o)

with equality holding if, and only if, ¥; () = k - 1¥2(z) for some constant k.

2
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Analysis of Matched Filter

By Cauchy-Schwarz inequality,
[ HHG(Nexp(2Tdf| <[ [H(F df [ |G(f)exp(2T) [ df

[laHEar-[16nHEd 5 2
A =Nj_w|G(f)|df
G E o

This is a constant bound, independent of the choice of 4(?).
Hence, the optimal 77 1s achieved by:

H(f)=k G (f)exp(-j24T)
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Analysis of Matched Filter

b () = [ k- G () exp(—j2n ) expls2n )

o[ et emtzns - t))df>*

— OO

= kg™ (T —1t).

Hence, under additive white noise, the optimal received
filter matches the input signal in the sense that it 1s a time-
inversed and delayed version of the complex-conjugated
input signal g(¢).
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Properties of Matched Filter

The maximum output signal-to-noise ratio only depends on
the energy of the input, and has nothing to do with the pulse
shape itself.

B Namely, whether the pulse shape 1s sinusoidal,
rectangular, triangular, etc 1s irrelevant to the maximum
output signal-to-noise ratio, as long as these pulse shapes
have the same energy.

2F

— %% where E = | |G(f)F df.
o =7 =16 dr
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Matched Filter for Rectangular Pulse

Matched filter output g.(?)

0 T 2T
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Matched Filter for Rectangular Pulse

hop(?) In this example can be implemented as integrate-and-
dump circuit

Sampleatt =T

Rectangular pulse

\ 4

t
/ dt >\
0

Output of integrate-and-dump
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Error Rate due to Noise

In what follows, we analyze the error rate of polar non-

return-to-zero (NRZ) signaling 1n a system with optimal

matched filter receiver over AWGN channel.

s(?) .

L

w(?)

\ 4

Matched
filter

—————+»\\\\\\—————+

Sample
att =T
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s(t)=1-g(t), where I € {—1,+1}.

V(T =11 gO1*h@)|_, + W) *h(1) _,

= ]-::h(r)g(T—r)dr+J:h(r)w(T—r)dT

~ 1. “; ke (T —17)g(T —1)d7 + ji ke (T — 0)W(T —7)dt

=1-k| |g@F dr+k| g (D)w(r)dr
= [ -kE, +kn, where E, = j“’ | o(7) [ drand n = j_oo o (r)w(r)dr.

For notational convenience, we brief y(7)/k by y.

Note: The integration can be taken over [0,7) since g() 1s
zero outside this range (as text does). I, however, use the
entire real line as the integration range here for convenience.
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By AWGN assumption of w(#) and real g(¢) assumption,

n = / 9" (7)w(7)dt is Gaussian distributed with

— OO

Eln]= jig*(T)E[W(T)]dT =0.

Eln’]1=[ [ g(s)g®)Elw(s)w(t)ldsdt

= | (S)g(t) N, o(s —t)dsdt

N
_ Ny, s)ds =—L"E
5 j_wg (s)ds ==
¢.,.(y) = Normal(E,,E N /2),itf [ =+I;

y=I1-E,+n= { .
¢.(v) = Normal(-E_,E N, /2),if I =-1
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Let ¥ be the set, where a decision favoring +1 is made.

BER = Pr[I = +1]Pr{guess (—1)|I =+1} + Pr[/ = —1]Pr{guess (+1) | [ = -1}
=Pr[l=+1]Pr{yg¥? |[=+1}+Pr[/ =—1]|Pr{ye¥ |l =-1}
= p(l=Pr{ye¥|I=+1})+(1-p)Pr{ye¥ |l =-1}
=p+(1-p)Pr{ye¥|[=-1}-pPr{yeV¥ |l =+1}

=p+ I (1= )¢ (¥) = p#.(»)]ldy, where p = Pr[] = +1].

To minimize BER, the optimalset ¥ = {y eR:(1-p)o.,(y)—po. (y)< O}.

Thus, the optimal decision maker 1s given by :

+1, (I-p)o,(¥)<po,(¥)

d(y) = .
) {—1, (I-p)g,(y) 2 po, . (y)
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@, (y) = Normal(E,,E N, /2),if I =+1;
¢.(v)= Normal(-E ,E N, /2),if I =-1

2
Letu=E,ando” =E,N,/2.

( B 7))

+1 : eXpy — (y l;) >
A-p)<¢.(y) _ V270> | 20
( 2 A

p >9.() L expl-OF ,Lzl) >

\ 270’ \ 200 |

2F
= exp{z’uy} = exp | _ = exp &y
o E N,/2 N,

y>&10g{(1 p )} This threshold depends on N,; hence, the best
% decision relies on the accuracy of NV, estimate.
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Error Rate due to Noise under Uniform Input

In order to free the system dependence on N, estimate, a
uniform 7 1s transmitted in which case, p = 1.

+1

The best decision now becomes y 2 0.
-1

., (y)dy

0
o0

1 = 1
BERopt — 5j0¢—1(y)dy + 5.

 (y+u) }dy

] = 1
EJO 270’ 6Xp<\ 20"

Lo 1 (y—u)
+ — expy — d
2 ":OO \/272'02 Xp{ 202 4
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1 1 Ly

l g« 1 y’

— — d
T 2“‘_OO »‘/272'02 eXp{ 20'2} Y
e | oy oy
_L \/Fexp{ 5o }dy,z = ot

2* Yz

\/_ L/\/; exp

E
= l erfc £ = l erfc| |—=
2 267 2 N,

2 . .
where erfc(u) = T j exp(—z*)dz is the complementary error function.
72- u
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Error Function

Error function erf (u) = %Jj exp(—z°)dz

Complementary error function erfc(u) = % j i exp(—z*)dz
72- u

Q-function QO(u) = % j i exp(— é]dz
T

(erf(—u) = —erf(u)
erfc(u) =1—-erf(u)

1 u
O(u) = Eerfc(ﬁj

A
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Error Function

Bounds for error function

1 2 1 -3 1-3-5
erfc(x) = e’ |1- + — +e
( ) AT ( 2x2 22x4 23x6 j

| )

—X

For x > 0, : e (1 1 j <erfc(x) <

e
2
XN 2X XN

(The two bounds are good when x is large.)
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Symbol Error Rate

The optimal BER formula 1s important in communications:

1 E 2FE
BER  =—erfc| |— |=0 2
) N, N,

+1

The best decisionisy 2 0.
1
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s(t)=1-g(t), where I € {—1,+1}.
T T
In this case, E, = L E[s*(£)]dt = jo E[I*)g*(t)dt = E,

—_— P | | ! | | ! I |
_\\\\\

10~2 3
10~ E
Pe C ]
10-4F :
10-°F E

| | | | | | | |

1 2 3 4 ) 6 7 8 ) 10

E,/N, (dB)
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Intersymbol Interference

The channel 1s usually dispersive in nature.

In this section, we only consider discrete pulse-amplitude
modulation (PAM). Consideration of PDM and PPM will

be similar but out of the scope of this section.

A\ 4

by L | transmit | o o f) | receive | (¢ : by
{—};PAM {ai} - S()X() x(1) o i)» N ) L {bx}

g(?) c(t) 2

w(?)

b, €{0,1},a, =2b, —land s(t)= ) a,g(t—kT,).
k=—o0
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Intersymbol Interference

Notably, in the previous section, we only consider one

interval of input.
s(t)=1-g(1)

This 1s justifiable because of no ISI.

However, 1n this section, we have to consider

s(0) = Y a,g(t—KT,)

since ISI 1s involved.

We also assume perfect synchronization to simplify the
analysis.
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b, A transmit / o A | receive ¢ t be
{_}, PAM {a}; filter "0 X() 0 filter i)» \)Q> OJ_I ﬂ,

g(?) c(?) A

w(?)

N Information of a, is carried at [kT,, (k+1)T}).
s() = Zakg(t B ka) We sample at iT,, = (k+1)T}, to retrieve a.

k=—w

X(1) = () (0 + (1) = Y a9t KT,) *(e)]+ w(t)
YO =30 ct) = Y a, [~ KT, (1) *e(0)]+ (1) et

VT = Y a (g —KT)*h(n)*e(n)]  +w(D)*c(r)|
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(b} {a,) transmit

— PAM filter
g

X)X

w(?)

receive
filter

c(?)

0 (&)
A AL

{bi}

g(t=kT)*h(t)*c(t)= [ G(f)expi-j2akT,}- H(f)-C(f)exp j2aftidr

= p(t—KT,)
where p(t)= [ G(f)H(f)C(f)exp{;j2aft}dt.

= y(t) = iakp(t —kT,) +n(t), where n(t) = w(t) * c(¢)

k=—00

= WiT) = Y a,p(T, —KT,) + n(iT,)

k=—00

- ..ZG(f)'H(f)°C(f)eXp{j27y‘(t—kT,,)}dt
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ISI and Background Noise

If H(f)=1, then the matched filter suffices to eliminate ISI.
H(f)=1=p()=] G(/IC(f)exp{j2nfiidt.
With matched filter C(f) = G (f)exp{—j2a/T,},orc(t) = g (T, - t),

pim) = [ " ()9 iTy — T)dr

= / g (Ty —7)g(iTy, — 7)dT (Let s =T, — 7)
0, if i £ 1

= /_OO g (s)g(s + (i — 1)Ty)ds = {/O@ o(s)2ds, ifi—1

provided g(¢) 1s zero outside [0, T7)
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y((i+1DT,) = iakp((i +1=-K)T,) +n((i+DT,) = a,p(T,) +n((i + DT,)

k=—o0

As a result, without ISI and additive noise,

WG +DT) = Y ap(( +1-K)T,) = a p(T,)

k=—00

and {a, } can be completely reconstructed by {y((i +1)7,)}.

Information of a; 1s actually carried during [iT}, (i+1)7T3).

So, in order to recover a;, “correlation” (convolution) operation should start at i7}, and end
(i.e., 1s sampled) at (i+1)7.

Hence, y((i+1)7}) 1s used to reconstruct a..

However, this index system requires ..., p(-27,)=0, p(-T;)=0, p(0)=0, p(7})=1,
p(2T,)=0, ...., which, due to its non-symmetry, may not facilitate the derivation of
spectrum condition for p(¢). Thus, in what follows, we assume ..., p(-27,)=0, p(-T;)=0,
p(0)=1, p(T,)=0, p(2T,)=0, ...., 1.e., the information of a; 1s carried during [(i—1)7T}, iT}).
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Nyquist’s Criterion
for Noiseless Baseband Transmission

Is it possible to completely eliminate ISI (in principle) by
selecting proper g(¢) and c(¢) ?

y

b, A transmit / o { receive ¢ t be
{—}>PAM {a}r o S()x() x(f) e i)’ V(@) I {bx}

g(?) c(t) 2

w(t)

Choose ¢(t) and ¢(t) such that p(t) = / G(f)H(f)C(f)exp(y2mft)dt
0, ifi+#0

satisfies p(iT}) = { .

satls LSp(7 1) {1’ fi—=0
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Nyquist’s Criterion
for Noiseless Baseband Transmission

Let P(f) = G(HH(f)C(f).
Sample p(¢) with sampling period 7} to produce P ().

From Slide 6-4, we get:

P = iP(f—%]

b n=—n

Also from Slide 6-4, we have:

P(f) =Y p(nT)exp(- j2mT, f)=1

1, ifn=0
(Because p(nTy) = {O, ;f Z - 0)
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Nyquist’s Criterion
for Noiseless Baseband Transmission

This concludes that the condition for zero ISI is:

oo

iP(f - %j =7, (O, P (f - T%) — constant.)

11=—00 n=—00

This 1s named Nyquist’s criterion.

B The overall system frequency function P(f) suffers no
ISI for samples taken at interval 77, if 1t satisfies the
above equation.

B Notably, P(f) represents the overall accumulative effect
of transmit filter, channel response, and receive filter.
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Ideal Nyquist Channel

The simplest P(f) that satisfies Nyquist’s criterion is the
rectangular function:

( ]
T,, |f KW= o7
P(f)=- 1b and P(-W)+PW)=T,.
0, |fPpW=—
21,
sin(2zWt) .
= p(t) = = sinc(2W't
p(t) Syt (2Wt)

© Po-Ning Chen@ece.nctu 8-33



2W P(f)

1_
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The information of g, is carried during [(i—1)7}, iT};) and sampled at ¢ = iT},
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Infeasibility of Ideal Nyquist Channel

Rectangular P(f) 1s infeasible because:

B p(¢7) extends to negative infinity, which means that each a;
has already been transmitted at ¢ = — oo!

B A system response being flat from —/# to W, and zero
elsewhere 1s physically unrealizable.

B The error margin 1s quite small, as a slight (erroneous)
shift in sampling time (such as, iT,+¢&), will cause a very
large ISI.

Note that p(7) decays to zero at a very slow rate of 1/|4.
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Infeasibility of Ideal Nyquist Channel

Examination of timing error margin

B [et Ar be the sampling time difference between
transmitter and receiver.

YT, + A = D a,p((i — k)T, + Ar)
k=—o0
B For simplicity, seti= 0.

y(AD) = Y a,p(At—kT))

k=—o0

Z sin[22W (At —kT,)]
Pt 27W (At —kT))
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sin[2zWAt — k]
V(AL = _Z_;oak 27iWAt —krx
(—1)"* sin[27WA¢]
- Z;O 27iWAt —krx
s1n[27zWAt] sin[27WAt] & (—1)'aq,
" 27WAt r El2WAt—k

k+#0

=d

_1\*
There exists {a, } such that Z 2(W1A)t akk = oo for any fixed small Az > 0.

k;tO

Question: How to make p(¢) decays faster?
Answer: Make P(f) smoother.
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Raised Cosine Spectrum

For a nonnegative function p(?),

[T O*P(f) .
if /_OO t*p(t)dt < oo, then afF exists.

2W P
| f : 1\
| / | \ | a = 0.45
) %' 1
0.5 - ! § “)'.l
,ff \H ‘/////
"' |||
0 | LT TN . R, L I
2 i o = e i | 0 24 1495 2 w
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Raised Cosine Spectrum

We extend the bandwidth of p(¢) from W to 2W, and require

that 1
P(f)+P(f—2W)+P(f+2W):ﬁ for | f|<W.

B So, the price to pay is a larger bandwidth.

B One of the P(f) that satisfies the above condition 1s the
raised cosine spectrum.

ﬁ, 0L flxkAQ—a)W
P(f):< ﬁ{l+cos[ﬂ(|f|2_gp; a)W)}}, (I-a)W < f<k(+a)W
0, | fEA+a)W
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Raised Cosine Spectrum

The transmission bandwidth of the raised cosine spectrum

1s equal to:
B . =2W(1+«a)

where « is the rolloff factor, which is the excess bandwidth

over the 1deal solution.
2W P(f)
5  — ()J.
1 G { f \
[/
0.5 - .»"V "!"-.._
“ |'| “—
‘l : |.
0 ! Lo J-l ........................... firssimism s b, I f
-2 -1.45 -1.1 0 1.1 1.45 2 W
8-41
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p(t) = SinC(ZWt)( cos(2rmal't) j

1—-16a°W*t*

1
NWaSVIlarge
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Raised Cosine Spectrum

cos(2rmalt)
1-16a’W?t

p(t) = sinc(2Wt)( j consists of two terms:
B The first term ensures the desired zero crossing of p(¢).

B The second term provides the necessary tail
convergence rate of p(7).

The special case of o= 1 1s known as the full-cosine rolloff
characteristic.

sinc(4W't)
1-16W°¢

p(t) =
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Raised Cosine Spectrum

[1 Useful property of full-cosine spectrum.

(

I, i=0
p(i%)z<%, i=1
0, i>22

.

B We have more “zero-crossing” at +37,/2, £5T,/2, £7T}/2,...
in addition to the desired +7,, £27}, +37;...

B This is useful in synchronization. (Think of when
“synchronized,” the quantity should be small both at +37,/2,
iSTb/Z, i7Tb/2, .. and at in, isz, i3Tb)

B However, the price to pay for this excessive synchronization
information 1s to “double the bandwidth.”
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Correlative-Level Coding

ISI, when generated in an uncontrolled manner, 1s an
undesirable phenomenon.

However, ISI may become a friend if 1t 1s added to the
transmitted signal in a controlled manner.

B Known fact. A signal of bandwidth 7 can be

distortionlessly transmitted using its samples with
sampling rate > 2.

B Conversely, in a channel with bandwidth W Hz, the

theoretical maximum signal rate is 2/# symbols per
second.
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Correlative-Level Coding

_______________________

i A channel with bandwidth W Hz

. B/ \B |

_______________________

The maximum signal rate 1s

2W samples per second.

W W
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Correlative-Level Coding

Why intentionally adding ISI? Answer: To have better
bandwidth efficiency.

B Ideal Nyquist pulse shaping is efficient; it cannot be
realized.

B Raised cosine pulse shaping is realizable; it is
bandwidth inefficient.

B By adding ISI to the transmitted symbols in a controlled
manner, we can achieve the Nyquist rate 2// 1n a
channel bandwidth of W Hertz.

Correlative-level coding or Partial-response
signaling
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An Example of Correlative-Level Coding

Duobinary signaling (or class I partial response)

fa — oA Hgun) f— > 1
| 1 Sample
| att = kT,
,| Delay
T i
_______________________________ Haplf) | Hi(f)

____________________________________________________________________

g =471 itsymbolbyis T op e p viid.
~1 if symbol b, is 0
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An Example of Correlative-Level Coding

Duobinary signaling (or class I partial response)

{ak} ; i ;C) » HNqust(f) . {Ck}
3 1 Sample
att = kT,
| Delay
> T,
| HduoB(/) .
Hyyquisi(f)
@» Hauos(f) » tr?ﬁfgfl : rigl?[gr/e L > \—> {CkS
g0 c®) Sample
att = kT,

This part can be HNyquist(f) or Hraised cosine(f)
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Duobinary Signaling

Let us ignore the effect of Hyyqyis(f) first in the block
diagram 1n the previous slide. We directly obtain:

Cp = dp T dp—q

= Hp, 5 (f) = 1+exp(=j27/T,)
B Note that ¢, has three levels (-2, 0, 2).

The transfer function of the overall system 1is thus:

HI(f) — HNyquist(f)[l + CXP("]Z'?TfTb)]
= HNyquist(f)[eXp(jwab) + eXp(u]WfTb)] eXP(_iﬂ'fTb)
= 2Hnyquist(f) cos(mfTy) exp(—jmf 1))
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Duobinary Signaling

HNyquist(f):
B Give that

0, otherwise

HNyquist(f) — {

2 cos(mfTy) exp(—jmfTs), | f| = 12T,
= Hy(f) = :
0, otherwise
B As shown in the next slide, the response H(f) 1s
realizable.
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Duobinary Signaling

H(f)
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Duobinary Signaling

0}
HI(f) - HNyquiSt(f)[l 23 exp( ﬁ;ZWfTb)]
= HN}'quist{f) E Herqui.«(f) exp{"—,jzﬂ'fTb}

= h[(t) = hNyquist(t) + hNyquist(t B T;))

= sinc i + sinc t—Th l
B Ty T3 Ty

_ (sin(ﬂt/Tb) N sin(m(t — Tb)/Tb)) 1
Wt/Tb ’ﬂ'(t—Tb)/Tb Tb
_ (sin(ﬂt/Tb) __sin(nt/Ty) ) 1
Wt/Tb ﬂ'(t—Tb)/Tb Tb
1 sin(nt/Ty) 1 Sinc ( t )

T (T, —t) wt/T, (T, —t) T,

© Po-Ning Chen@ece.nctu
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Duobinary Signaling

hA2):

27, -T, 0 T, 2T, 37T, 4T,
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Duobinary Signaling

Bandwidth efficiency of duobinary signaling

B Example.

Transmitted signal »  axg(t — kTp) = ( > apd(t - ka)) *g(t)

k=—00 k=—o00

a0, 5(t—kT))
k;o > g(t)

v

The input to this filter may not be WSS
Then, we should use the time-average autocorrelation function.
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Duobinary Signaling

X(t)= > a,6(t—kT,) Y(t) = Zakg(t kT,)
= g(?) . " (to channel)
~ . 1 T o0 oc |
Rx(t) = Th_r)r;C 5T /_ E (k—zoo ard(t + 7 — ka)) j—zoo a;0(t —jT3) | | ¢

- m o [ T,C_ZW_Z&E[akagwuw—kmw—amd

11 k=]:

Assume Flaga;| = {0, k£ 856
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Duobinary Signaling

Rx(r) = Jim / ) k_z_:oo 5(t + 1 — KTy)6(t — kT})dt

T)Zlgxlmﬁ/Tk; 6(t — kTp)d Tba( 7)

_ _ 1
> 5v(f) = Sx(NIGW) = 7 1GNP
Approximately 2T_T of them

BENEENEENEEEE NN N

_T 0 T
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Duobinary Signaling

o0
X(t)= ) a,6(t—kT,) v ()
k=—o0
- &) " Npop(2) > (to channel)
.\ 4 | AR ,
| | ‘ | N
o 2 2 i
=Sy (f) =[G [ Hps ()] i
1, | L
,’/ “V Sample
< ransmi receive att = kT,
X(t)=k§ak5(t—k£ s : ranni fler L . N,
g(?) c(?)
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Duobinary Signaling

H () = 2 cos(#fT, ) exp(—j /1,
I, 0<¢<7T,

0, otherwise

Assume g(t) = { =|G(f)[=T/sinc’*(fT,)

S(f) | sinc(fT), No Signal ISI
— = <
Sy(0)  |cos®(#fT,)sinc’(fT,), With Signal ISI

sinc?(fT,),  No Signal ISI
sinc*(2/7,), With Signal ISI

—
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Duobinary Signaling

1.2
1 L
0.8 '\ sinc? ithout Signal ISI
- sinc”( f7,), without Signa
0.6 // \\/ |
/ \
/ \\\ . 2 . .
0.4 - sinc™ (2 /T, ), with Signal ISI
0.2 ~
o / / .
2 -15 -1 -0.5 0.5 1.5 2
1T,
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Duobinary Signaling

[0 Conclusions

B By adding ISI to the transmitted signal in a controlled (and

reversible) manner, we can reduce the requirement of bandwidth of
the transmitted signal.

B Hence, in the previous example, {c;} can be transmitted in every
1}/2 seconds!

[1 Doubling the transmission capacity without introducing
additional requirement in bandwidth!

B Duobinary signaling : “Duo” means “doubling the transmission
capacity of a straight binary system.”

B A larger SNR i1s required to yield the same error rate because of an
increase in the number of signal levels (from —1, +1 to -2, 0, 2).
Detailed discussion on error rate impact 1s omitted here!
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Duobinary Signaling

Conclusions (cont.)

B The duobinary signaling 1s also named class I partial
response.

Full response: The transmission wave at each time
instance 1s fully determined by a single information
symbol.

Partial response: The transmission wave at each time

instance 1s only partially determined by one
information.
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Decision Feedback for Correlative-Level Coding

1 a i_ ______________________ : deal C
Recovering of {a;} from {c;} k}i N IR {C
L Hvais® | Sample
a, =c, —da,_ i Delayj § at ¢ = kT,
k k k 1 I Tb Hduoj?(f)

B |t requires the previous decision to determine the current

symbol.

B So, the system should feedback the previous decision.

B Error, therefore, may propagate!

B How to avoid error propagation? Answer: Precoding.
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Precoding of Correlative Coding

Without precoding

b, €{0,1} 1.1.d.}| >, =2b, —1—|c, =a,+a,_,

With precoding

(b, €{0,1}iid ) >lb =b ®b,_ |>la, =2b, 1>, =a, +a,

fck =a, +a,,

- - Z;;c Z;;c—l b, Cr

< =26, -1D)+(2b,_, 1) 0 0 0 -2
AT = 0 1 1 0
=2b,+2b =2 L o 1|0

\bk — bk D bk—l 1 1 0 2
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Precoding of Correlative Coding

\ 4

CkS . e} B 1, |ex|l <1
Rectifier > — by

Final notes

B The precode must not change the “duo- of the
transmission capacity of a straight binary system.”

B Hence, {l;k} must have the same distribution as {b, }

and hence must be 1.1.d.
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Invariance in Statistics by Precoding

Uniform i.i.d. of {l;;c}
W It suffices to show Pr(bk Ibk_l,bk_2,...)= Pr(bk)

l;;c = bk @I;;c—l — Pr(l;;{ |g/€—1913;€—29"'): Pr(l;;c |I;;c—l)

Pr(b, =0|b,_, =0)=Pr(b, =0)=1/2

Pr(b, =0|b,_, =1)=Pr(b, =1)=1/2 -
<Pr(13; 1B =0)=Pr(h, =1)=1/2 Prlt, 15,5, o
Pr(h, =1|b, , =1)=Pr(h, =0)=1/2
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B For uniformity,
Pr(b, =0) =Pr(b,_, =0)Pr(b, =0|b,_, =0)
+Pr(b,_ =1)Pr(b, =0]b,_, =1)

~ 1 ~ ]
=Pr(b, |, = 0)5 +Pr(b,_, = 1)5

_1
~ 2 ~ ~ ~
Pr(b, =1)=Pr(b, , =0)Pr(b, =1|b,_ =0)
+Pr(b,_, =) Pr(b, =1|b_, =1)

~ 1~ 1
=Pr(b, = 0)+Pr(h, =1)

2 Q.E.D.
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Modified Duobinary Signaling

The PSD of the signal 1s nonzero at the origin.

This 1s considered to be an undesirable feature in some
applications, since many communication channels cannot
transmit a DC component.

Solution: Class IV partial response or modified duobinary
technique. 12

11 I~

0.8 /1N

0.6

0.4:

0.2}

0 /‘\ ‘//,,' | | | \\\\\‘ /~‘\\
2 15 -1 -05 0 05 1 1.5 2
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Modified Duobinary Signaling

b, € {0,1}i.id}

1D

D

{be}

Pulse

{br—2

Delay
2T,

a, =2b —1

C, =d,—a,.,

amplitude
modulator

= H,p,.5(f)=1—exp(—j4nT,)
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Modified Duobinary Signaling

= H p.5(f)=1—exp(—j4rf1,)
= [exp(j24T,) —exp(—j24T,)]exp(—j2#/T,)
= 2jsin(27fT, ) exp(— 24T, )

I, 0<¢<T,

0, otherwise

Assume g(t) = { .= G(f)[ =T sinc’(fT,)

_ S.(f)/T, =sinc’(2/T,), Duobinary (see Slide 8-59)
S, () /(4T,) = sin*(2#fT, )sinc’( fT,), Modified Duobinary
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Modified Duobinary Signaling

1.2 ‘ ‘
sinc’(2 /T, ), Duobinary
1 L _
0.8 sin’ (27T, )sinc” ( fT,,),
, Modified duobina
0.6 _ Ty
0.4
0.2
-2 -15 -1 -0.5 0] 0.5 1 1.5 2
/T,
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Modified Duobinary Signaling

Precoding is added to eliminate error propagation in
decision system.

fC‘ =Aad, —Aad ~ ~
k kN k-2 N bk bk—z bk Ck
< =(2b,-1)—-(2b_,-1) 0 0| 0 | 0
> > 0 1 1 —2
=20, =2b., 1| o 1 | 2
\bk — bk D bk—z 1 1 0 0

(b €{0,1}iid}—>|b =b ®b,_,|>la, =2b —1|>c, =a, —a, _,
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: 1ai
Generalized Form
of Correlative Level
Coding (CLC) or
Partial Response
Signaling

Hene(f) = wo +wiz™t +---

N-1
+wN_12 3

where z = exp(j27fT}).

Delay
T b
W1

+(D)— ks
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Generalized Form of Correlative-Level Coding or
Partial-Response Signaling

TypeofClass | N | wy | wy | wy | ws | wy Comments
| 2 |1 1 Duobinary coding
11 3 1 2 1

111 3 2 1 | -1
1A 3 1 0 | -1 Modified duobinary coding
\Y% 51-11 012 1]0 (-1
4cos’ (nfT,) I
; 16cos” (#fT,) Il
=S, (f)= | G(Tf) [l 4cos’(nfT,) +8sin>24fT,) I
’ 4sin’ (27fT,) v
k 16sin* (27/T,) V
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I, 0<¢<T,

0, otherwise

Assume g(t) = { =|G(f)[=T; sinc*(/T,)

11
1.5

// \V"‘
0.5 e

0 0]

-1.5 -1 -0.5 O .5 1 1.5
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Baseband M-ary PAM

data stream
0O O 1 1

— T=2T, |—

1

0 O

1

p—

Dibit  Amplitude

00 -3
01 -1
11 +1
10 +3
Gray code
Any dibit differs from

an adjacent dibit in a
single bit position.
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Baseband M-ary PAM

For M-ary PAM transmission, there are M possible symbols
with symbol duration 7.

B |/T s referred to as the signaling rate or symbol rate or

symbols per second or baud.

Baud = the number of times a

Some eqUiValenCCS signal changes state per second

B Each symbol can be equivalently identified with log,M
bits.

B The baud rate 1/7 can be equivalently transformed to

bps as:
I'=1T,log,(M)
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Baseband M-ary PAM

Equivalences

B Virtually fix the symbol error, 1.e., fix the level distance
(to be 2). For example, (+1, —1) for M =2, and (+3,
+1, —1, =3) for M = 4. Then, the transmitted power per
unit time for M-ary PAM transmission becomes:

E[S2] ﬁ([_(M—l)]z+[—(M_3)]2+...+(M_3)2+(M_1)2)
T T, log, (M)

-y (1) -

3T log,(M) | T, )3log,(M)
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Baseband M-ary PAM

E[S*] (1) M*-1)
T \T,)3log,(M)

For fixed R, = 1/T}, (bps) and level distance = 2, the

transmitted power of an M-ary PAM transmission signal 1s
increased by a factor M?/log,M.
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Digital Subscriber Lines (DSL)

[1 A DSL operates over a local loop (often less than 1.5km) that
provides a direct connection between a user terminal (e.g.,
computer) and a telephone company’s central office (CO).

B Since it 1s a direct connection, no dialup 1s necessary.

B The information-bearing signal is kept in the digital domain
all the way from the user terminal to an Internet service
provider.

broadband
backbone
.. downstream
digital Central | network QONET @ Internet

a “» subscriber \ Office
line (DSL) T

(DSL)

service
provider

upstream

SONET: Synchronous Optical Networking
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Digital Subscriber Lines (DSL)

DSL 1s intended to provide high data-rate, full-duplex,
digital transmission capability using local cost

configuration (such as twisted pairs for ordinary telephonic
communications).

One of two possible modes can be used to achieve the full-
duplex goal.

B Time compression multiplexing (TCM) mode
B Echo-cancellation (EC) mode
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Digital Subscriber Lines (DSL)

B Time-compression multiplexing (TCM) mode

the data rate.

A guard time 1s often inserted between bursts in the
two opposite directions of data.

The required line rate is slightly greater than twice

Transmitter _l '/r Transmitter
Receiver j/ L Receiver
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Digital Subscriber Lines

B Echo-cancellation (EC) mode

common line 1in both directions.

Support the simultaneous flow of data along the

In this mode, the line rate 1s the same as the data rate.

Transmitter Transmitter
\ 4 \ 4
Hybrid Hybrid
Circuit Circuit
. 4 \ 2
Receiver O<+ +=O » Receiver
Echo Echo
Canceller Canceller
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Digital Subscriber Lines (DSL)

Comparison between TCM mode and EC mode

B EC offers a much better data transmission performance
at the expense of higher complexity.

B However, with the recent advance in VLSI, complexity
1s no longer a main system concern. So, in North
America, the EC mode has been adopted as the basis for
designing the transceiver.
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Digital Subscriber Lines (DSL)

Other impairments to DSL
B /SI and Crosstalk

The transfer function of a twisted pair line can be
approximated by

’Htwist pair(f — exp V

where o =k ZL’ k 1s a physical constant of the twisted pair, and

0

[, and [ are respectively the reference length and actual length

of the twisted pair.
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Digital Subscriber Lines (DSL)

[ ISI {Htwist pair — exp(—% V |f|) CXP(—jzﬂ'fT())

htwist pair (T)

) 1 . 1 3 5. 1
Zﬂﬁ(cos (32ﬁlfl)+bm (32-'41 ))_IF"'(I’K’Z’_ 409672 72 )

167272

16

14 |-

12

S(t)+8(t—1)

10 htwist pair (T) >
8 -
of |
4 "
Nl | i T0 — 0.1
; 2 3
-1 0 1 2 3 5
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Digital Subscriber Lines (DSL)

B Crosstalk

Capacitive coupling that exists between adjacent
twisted pairs in a cable

B Near-end crosstalk (NEXT) and Far-end crosstalk (FEXT)

Near-end crosstalk Far-end crosstalk
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Digital Subscriber Lines (DSL)

B Crosstalk (cont.)

FEXT suffers the same /ine [oss as the signal,
whereas NEXT does not.

B This 1s close to the phenomenon of near-far effect
of wireless channel.

Accordingly, NEXT will be a more serious problem
than FEXT. So, we can ignore the effect of FEXT,

and add NEXT filter to the twisted pair channel
model.
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Digital Subscriber Lines (DSL)

Other features of DSL channel

B The PSD of the transmitted signal should be zero at zero
frequency because no DC transmission through a Ahybrid
transformer 1s possible.

B The PSD of the transmitted signal should be low at high
frequencies because

transmission attenuation in a twisted pair 1s most
severe at high frequency;

crosstalk due to capacitive coupling between
adjacent twisted pairs increases dramatically at high
frequency (recall that the impedance of a capacitor is
inversely proportional to frequency).
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Digital Subscriber Lines (DSL)

Possible candidates for line codes that are suitable for DSL

B Manchester code

Zero DC component but large spectrum at high
frequency so it 1s vulnerable to NEXT and ISI.

B Bipolar return to zero (BRZ) or Alternate mark
inversion (AMI) code

Successive 1’s are represented alternately by positive
and negative but equal levels, and 0 1s represented by

a zero level.

Zero DC component. Its NEXT and ISI performance
is slightly inferior to the modified duobinary code on
all digital subscriber loops.
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Digital Subscriber Lines (DSL)

[1 Possible candidates for line codes that are suitable for DSL
B Modified duobinary code

[0 Ofno DC component and moderately spectrally efficient.
However, its robustness against NEXT and ISI is about 2
to 3 dB poorer than that of (2B1Q) block codes on worst-
case subscriber lines.

B 2B1Q code

[1 Two binary bits encoded into one quaternary symbol
(four-level PAM signal).

[1 Zero DC component, and offers the best performance
among all the codes introduced. So, it is adopted as the
standard as the North American standard for DSL.
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Digital Subscriber Lines (DSL)

Possible candidates for line codes that are suitable for DSL
B 2B1Q code

o o 1 1 1T o0 o 1 1 1

Dibit  Amplitude

00 -3
01 -1
11 +1
10 +3

— T=2T, |—
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Digital Subscriber Lines (DSL)

B 2B1Q code (cont.)

With 2B1Q line coding, adaptive equalizer and echo
cancellation, it is possible to achieve BER = 10~
operating full duplex at 160 kb/s.
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Asymmetric Digital Subscriber Lines

ADSL i1s targeted to simultaneously support three services
at a single twisted-wire pair

B Data transmission downpstream at 9 Mbps
B Data transmission upstream at 1Mpbs
B Plain old telephone service (POTS)

Some notes

B [t is named asymmetric because the downstream bit rate
1s much higher than the upstream bit rate.

B The actually achievable bit rates depend on the length of
the twisted pair used to do the transmission.
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Asymmetric Digital Subscriber Lines

Frequency-division multiplexing (FDM) technique 1s used
to combine analog voice and DSL data.

Upstream and downstream data transmission are placed in
different frequency band to avoid crosstalk.

25.875
0-4 -138 138-1104

PSTN Upstream Downstream KHz
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Asymmetric Digital Subscriber Lines

Various applications can be applied to asymmetric
transmissions, such as video-on-demand (VoD).

B For example
Downstream = 1.544 Mbps (DS1) for video data

Upstream = 160 kbps for real-time control
commands.
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Optimal Linear Receiver

Zero-forcing equalizer

B A receiver design 1s to use a zero-forcing equalizer
followed by a decision-making device.

B The design objective of a zero-forcing equalizer is to
force the ISI to “zero” at all sampling instances ¢ = kT},
for k # 0, provided that “the channel noise w(¢) is zero.”
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Optimal Linear Receiver

Zero-forcing equalizer (cont.)

B This reduces to Nyquist’s criterion.

{br

S p

n=—0o0

where P(f) = G()H(f)C(f).

PAM

{a

transmit
filter

g(®)

xo(?) x(?)

w(t)

receive
filter

c(?)

n I, n=0
(f_ij_]; or P(”Tb)={O,

n+0

OG0
y_’ y

{bi}
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Optimal Linear Receiver

Zero-forcing equalizer (cont.)

B A serious consequence of the 1ignorance of w(?) in the
design of a zero-forcing equalizer is the performance
degradation due to noise enhancement.
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Optimal Linear Receiver

Example of noise enhancement

B Suppose that the receiver filter is a tapped-delay-line
equalizer, which 1s of the form

e(t)=Y ¢, 5(t—KT,)

B Assume ideally that G(f) = 1. Hence, Nyquist’s criterion
becomes:

1,
nl,) =
p(nT,) {O, w0

where P(f) = H(f)C(f).
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y

by .} | transmit X receive | y(t t by
R PR LA S L “” o e |20 N [

g(?) c(?) 2

w(?)

p(t)=| h()e(t-1)dr
— J-O; h(r)(i co(t—7— ka)jdr

ick [ h(r)s(t-r-kT,)dr

> c.h(t—kT,)
k=0

I, n=0

p, = p(nT,) = ;Ockh«n —k)T,) = Zch = {O’ 0
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[t 1s reasonable to assume that #, =0 forn <0,and /4, = 1.

1] [ 1 0 0 - 0] ¢, |
ol |n 1 0 - 0| ¢
=|0|=|h, h 1 - 0] : | forarbitrary N >0.
: : : : L ey
0| Ay hy, hy, - 1] ¢y
1 1-|z|/(2T,), 0<7<2T,
S h(t) =
HPpOSE '\ ‘ ) { 0, otherwise
2T "
1

= h,=1,h, =E,andhn =0forn #0,l.

= ¢, =(-1)"2"" for (N =) n =0, and zero, otherwise.
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y

g(?) c(?) i

by .\ | transmit / ot f) | receive t by
B e L] s()x() w0 [ reseive |0 0 - (b}

w(t)

The above c(¢) can successfully remove ISI, provided w(7) = 0.
Now, add the additive white Gaussian noise w(¢), which also
passes the filter c(?).

At any time instance nT1}p, the sampled noise becomes

/OO w(T)e(nTy — 7)dr = /OO w(T) i ckd(nTy — KTy — 1)dt

- o k=0
= Z Ck/ nTb ka — T)dT = Z ckw(nTb — ]{Tb) = Z CrLWn—k
k=0 k=0

The sampled noise variance then becomes :

Var{ickwnk} ZczVar w k 22_2" Z—G >0
k=0
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An easier way to interpret the noise enhancement phenomenon

B Nyquist’s criterion requires that:

SIS ETnE

B A sufficient condition for Nyquist’s criterion is that:
H(f)C(f)=Raised Cosine Spectrum

B When H(f) 1s very small at some frequency range, C(f) has
to be very large at the same frequency range in order to
“equalize” the spectrum.

B Thus, the noise spectrum Sy(f)|C(f)|*> after passing through
C(f) will be “enhanced.”
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Optimal Linear Receiver

To alleviate noise enhancement phenomenon, it is better to
simultaneously consider the ISI and channel noise.

An approach of this kind is to use the mean-square error
criterion, and find a balanced solution to the problem of
reducing the effects of both channel noise and intersymbol
interference.
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y

by i transmit ot { receive t by
A IR R e B x() O e [ N B

g(?) c(?) i

w(t)

() = c(t) ¥ x(1) = [ c@xt-r)de
x(1) = D a,q(t—kT,) + w(r)

9(2) = g(1) *h(?)

N\

= y(iT,) = Y.a,| e(r)q(T,—r—kT,)dz+| c(r)w(T, -7)dr=¢ +n,

For perfect recetver, y(i7,) =a..

So, theerrore, = (& +n,)—a,.
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The mean squared error criterion then wishes to minimize :

Ji =E:€?]=E:{(<§i+ni)—di}2].

= E[E’ |+ E[n |+ E[a’1+2E[En,]-2E[n.a]-2E[Ea,]

Ist term |

For 1.1.d. {a;}, where q, =+ 1,

E[E1=Y" Y Elaa]| [ c(z)e(z,)qT, kT, —7,)q(T, ~IT, - 7,)drdx,

= [ [ ew)e(m)R,(z,.7550)dr dx,

where R, (7,,7,30) = ) q(iT, — kT, —7,)q(T, — kT, —7,)
k
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o0
Observe that R,(71,72;1) = Z q(iTy — KTy — 11)q(iTy — KTy — 7o)
k=—o0
is invariant with respect to 7, and under certain condition, it is only

a function of 71 — 7. We can then re-express it as R,(m1 — 72).

BlE] = /_/_ IC(Tl)C(T2>Rq(T1—72)d71d72

|/ dﬁkﬁﬁ(/ saﬁa%ﬂ””%#>mmwg

[_5%ﬂ<[1CMDK”””WWH><[xdmkﬂ%”Wm>#

- /xsuﬂc«¢MXﬂ#

— 00

= [ sunewra

— 00
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2nd term [ Assume white w(z) with PSD Ny/2. —ooeoeeeeee

Eln1= [ [ e(@)e(r)EWGT, - 7,)w(T, - 1,)ldT, dT,

o e N N, (=
= [ [ c@)e(r, 705(11-%)(171 d, =70 [ @,

Ny [~
2

[C(f)Idf

— o

© Po-Ning Chen@ece.nctu 8-109



Ird term |

Fori.id. {a,} where a, =+ 1, E[a’]=1.

Ath and Sth term [

By independence of {a;} and w(¢), and zero mean of #n,
E[én ]=E[S ]E[n]=0and E[na.]= E[n. ]E[a,]=0.

Oth e |

E[¢a]=Y Elaa]| c()qlT,—kT,—7)dz =] c(v)q(-r)dz

= /OO (/OO C(fl)eﬂw‘f”dﬁ) (/_o; Q(f2)612wf2(_7)df2) dr

[ etaus ([ )
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E|&ai]

I
3
3
2
—
—_
=
&
=
o
|
~
—_
—
2.
o

_ /_ TGN - G df

where the last step follows from the observation that F|&;a;] must be a real
number, and C;(f) and Cj(f) are respectively the real and imaginary parts of

C(f), ie., O(f) = Co(f) +1Ci(f), and similarly Q(f) = Q:(f) +1Qs(f).

Substitute all six terms into J,.
Ji = / " (s Mo 2 (O,
= (504 ) ewr —2auncn +2amnan]| ar+1

Af)
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A = (S0 + 5 IO - 201G + 2(G)
= (0 + ) e - 20060
+ (Sq + 70) ) +2Qi(f)Ci(f)
= (sn+3) aw )+ N0/2)] ) S N
“(s0+%) [ Tl SN
= (C(f)= 0 (f) for MMSE equalizer.

S,(f)+N, /2

An equalizer that 1s so designed i1s referred to as the minimum-
mean square error ((MMSE) equalizer.
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MMSE Equalizer

Summary

B The MMSE equalizer can be viewed as the
concatenation of two filters:

A matched filter O*(f) to O(f) = G(HH(})

An equalizer whose frequency response 1s the
inverse of S, (f) + Ny/2.
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MMSE Equalizer

Property of S,(/)

2

B The text wrote that S (f)= —Z

, which
I, %

k
Q(“?J

is periodic with period 1/7},. This implies that R (7)
consists of a series of pulse train with width 73, which is
not entirely true.

Rq(Tl —7,)= ZQ(ka —7)q(kT, —7,)
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S,(f)=[ R, (r)exp(~j2afr)dr = jo;(zk] q(kT, = f)q(ka)) exp(—/277)dz
_ Zk:q(ka) [ a(kT, —v)exp(- j2afr)de
_ ;q@m [ avyexp(-j2af (KT, - v))dv
. Zk:q(ka)eXp(— 27T [ q(v)exp(j2afv)dv

= 0"(f)D_q(kT,)exp(—j27fkT,) a(v) is real & Q*(f) = Q(—f)
k

- 0'(f) jZ[qué(r—kT»jexp(—jW)dr

) 1 k
=0 (f)'izk:Q(erFj

b
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Realization of MMSE Equalizer

One can approximate 1/[S (f) + Ny/2] by a periodic function
with:

Sq(f)=Q*(f)-TiZle(f+§joiijQ(f+§j =5.(/)

Since O (f) = 1/[§q(f) + N, /2] is periodic with period 1/T},
we obtain by Fourier series that

0,(/)= Y ¢, exp(j2k(T,)

k=—o0

where ¢, = Tj o ®q(f)exp(—j27zkﬂ}?)df.

1/(27T;)
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Realization of MMSE Equalizer

We can approximate © (f) by its main 2N+1 terms as:

O ()~ ick exp( j27kfT,) =0 (1)~ ic,ﬁ(wrka)

x(f) — 4q(-9) » 71 > 7-1 cees o 7-1 > 7-1
e
C.N C.N+T CN.1 Cn
: : : '
Sum

l

3O

One can therefore approximate 1/[S (f) + Ny/2] by a transversal tapped-delay-line equalizer.
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Realization of MMSE Equalizer

We can approximate © (f) by its main 2N+1 terms as:

O ()~ ick exp( j27kfT,) =0 (1)~ ic,ﬁ(wrka)

Input >
1 —»é)

'

7-1

2

T

l

Z—l
1 A’é

Sum

— Output

One can therefore approximate 1/[S (f) + Ny/2] by a transversal tapped-delay-line equalizer.
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Realization of MMSE Equalizer

Final notes

B [n a real-life telecommunication environment, the
channel is usually time-varying.

B Therefore, an adaptive receiver that provides the
adaptive realization of both the matched filter and the
equalizer in a combined manner is usually necessary.

© Po-Ning Chen@ece.nctu 8-119



Adaptive Equalization

[1 The equalizer is adjusted under the guidance of a training
sequence transmitted through the channel.

x[n-1] x[n-N+1] x[n-N]
x[n] Z! » 71 coe Z! error
! | ’ ’ adjust signal
/Wo /""}1 ]WN-I Wy e[n]
l l l l desired
Sum ! response

yln] d[n]
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Adaptive Equalization

Least-mean-square (LMS) algorithm
e[n]=d[n]— y[n]=d][n] Zw x[n—kj

Design objective

B To find the filter coefficients wy, wy, ..., wy so as to
minimize index of performance J:

J =¢e’[n]
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Adaptive Equalization

To minimize J, we should update w; toward the bottom of
the J-bowel.

_aJ
- ow, _
B So, when g, > 0, w, should be decreased.
B On the contrary, w; should be increased if g; < 0.
B Hence, we may define the update rule as:

. 1

Vo
Wi,next — Wi,current o 5 lLl ) gi

where £ 1s a chosen constant step size, and 7 is
included only for convenience of analysis.

Ei
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Adaptive Equalization

oQ
I
2
[
|
(\
<
=
=
S
|
_I_
(\O
[]-
=
=
S
|
b
=
S
|

= —2x[n— i](a’[n] - iwkx[n - k]j
= =2x[n—ile[n]
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Adaptive Equalization

/

6[71] — d[n] — Z wk,currentx[n — k]
k=0

= Repeat | | .
For 0 <1< N, Wi next — Wi, current + W - le[n — Z]e[n]

\FOI’ 0<< N, W; current — Wi next

Some notes on LMS algorithm

B There is no guarantee that the algorithm converges to a
local minimum (could converge to a saddle point).

B There is even no guarantee that the algorithm converges.
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Adaptive Equalization

Some notes on LMS algorithm (cont.)

B If 1 1s too large, high excess mean-square error may
occur.

B [f 115 too small, a slow rate of convergence may arise.
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Operation of the Equalizer

Two modes of operations for adaptive equalizer

B Training mode

B Decision-directed mode

© Po-Ning Chen@ece.nctu 8-126



Decision-Directed Mode

In normal operation, the decisions made by the receiver are
correct with high probability.

Under such premise, we can use the previous decisions to
calibrate or track the tap coefficients.

In this mode,

B if 115 too large, high excess mean-square error may
occur.

B if 1 1s too small, a too-slow tracking may arise.
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Eye Patterns

A good tool to examine ISI 1s the eye pattern.

Eye pattern: The synchronized superposition of all possible
realizations of the signal viewed within a particular
signaling interval. 1

© Po-Ning Chen@ece.nctu



Eye Patterns

[0 The eye pattern for pulse shaping function p(¢) that is half-cycle sine
wave with duration 7}, and with error-free +1 transmission.

I e
J/
/

0 0.5 1 15 o t/
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Eye Patterns

[1 The eye pattern for pulse shaping function p(¢) that is half-cycle sine
wave with duration 27}, and with error-free +1 transmission.

1<

L —— ‘1 5 2 t/T,
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Best
Slope = sensitivity sampling Distortion at
to timing error time sampling time

Margin
— over noise

~ Distortion of
ZEero-crossinngs

0 0.5 / 1 15 2
Time interval over which

the received signal can
be sampled
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Eye Patterns

[ The eye pattern for
error-free +1
transmission but
insufficient transmission
bandwidth.

15

-15
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Eye Patterns

[ The eye pattern for a
error-free 4PAM
transmission but
insufficient
transmission bandwidth.
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Summary

ISI and background noise
Matched filter

Nyquist’s criterion (Raised cosine spectrum)

Correlative level coding (Duobinary and modified
duobinary)

DSL and ADSL

Optimal linear receiver and MMSE equalizer
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