Part 5 Analog Demodulation with
Noise



Impact of Additive Noise in Analog
Modulation Systems

quulated M | Bandpass x(t) . Output
signal filter - signal
s(1)
Noise w(t)

To simplify the system analysis, we assume:

B ideal bandpass filter that 1s just wide enough to pass the
modulated signal s(¢) without distortion,

B 1deal demodulator,
B Gaussian distributed white noise process.

So, the only source of imperfection 1s from the noise.
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Impact of Additive Noise in Analog
Modulation Systems

Modulated
signal

s(?)

D | Bandpass X(7)
\T/ filter
Noise w(t) B

T

» Demodulator ——

Output
signal

As a result, after passing through the ideal bandpass filter, s(7)

1s unchanged but w(¢) becomes a narrowband noise n(?).

Hence,

x(t)=s(t)+n(t),
where n(t) = n,(¢)cos(27f t) — n,(¢t)sm(2xf .t).
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Impact of Additive Noise in Analog
Modulation Systems

1 Input signal-to-noise (power) ratio (SNR))

B The ratio of the average power of the modulated
signal s(t) to the average power of the filtered noise

n(?).
1 Output signal-to-noise (power) ratio (SNR,))

B The ratio of the average power of the demodulated
message signal to the average power of the noise,
measured at the receiver output.
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Impact of Additive Noise in Analog
Modulation Systems

It 1s sometimes advantageous to look at the lowpass
equivalent model.

Channel signal-to-noise (power) ratio (SNR)

B The ratio of the average power of the modulated
signal s(¢) to the average power of the channel noise
in the message bandwidth, measured at the receiver
input (as 1llustrated below).

Message signal Lowpass
with the same power an »  filterof —— Output
as the modulated wave \r bandwidth W

Noise w(t)
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Impact of Additive Noise in Analog
Modulation Systems

Notes

B SNR - has nothing to do with the receiver structure, but
depends on the channel characteristic and modulation

approach.
B SNR, is receiver-structure dependent.

Finally, define the figure of merit for the receiver as:

SNR,
SNR,.

figure of merit =
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Noise 1n Linear Coherent Receivers

1 Recall that for demodulation of AM signal

B when the carrier 1s suppressed, linear coherent
detection 1s used.

B when the carrier i1s additionally transmatted,
nonlinear envelope detection 1s used.

_| The noise analysis of the above two cases are
respectively addressed 1n the sequel.
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Noise 1n Linear Coherent Receivers

DSB-SC Bandpass

. N R
signal s(¢) \r ity

____________________________________________

Noise w(¥)

| Lowpass

filter

'( Local
i OSC COS(27TfCt)

Coherent detector

m(t) : stationary with zero meam and PSD S, ( /) bandlimited to W

s(t) = A.m(t) cos(2mf.t)
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Noise 1n Linear Coherent Receivers

Average signal power

Here, we assume m(?) stationary.

lim —/ E[A2? cos®(2m fot)m?(t)]dt

. 1 2
lim /_  Acos? (2 [0 Elm?(0)dt

1 (T
AP lim — / cos?(2m f,t)dt
T— 00 2 T

! azp
2

where P = E[m’(1)] = ﬁ; S,,(f)df 1sthe message power.
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Noise 1n Linear Coherent Receivers

Noise power 1n the message bandwidth

[ s.nar=[ "df WN,
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Noise 1n Linear Coherent Receivers

Coherent detector

____________________________________________

DSB-SC s | Bandpass . )| Lowpass || | (2)
signal s(z) \r filter filter i

Noise w(¢) Local
i OSC COS(27TfCt)

[ Channel SNR for DSB-SC

A%2P/2  A2P

WN, 2WN,

[l Next, we calculate the output SNR (observed at y(#)) under the condition
that the transmitter and the receiver are perfectly synchronized.

SNR¢psg-sc =
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z(t) = s(t)+n(t)
=  A.m(t) cos(2mf.t) + nr(t) cos(2mfot) — ng(t) sin(27 f.t)
= v(t) = x(t) cos(27 f.t)
= [Acm(t) cos(27 fct) + ny(t) cos(2mfet) — ng(t) sin(27 f.t)] cos(2m fe.t)
= A.m(t)cos®(2m f.t) + ny(t) cos® (2 fot) — no(t) sin(2m f.t) cos(2m f..t)
LowPass 1 1
— A

5 em(t) + §n1(t)
= y(t) =y Aem(t) + Sni()

E[A?m2(t)/4]  A2P AP
E[n3(t)/4]  ER*(t)] 2WN

= SNRo,psB-sc =

Recall E[n2(t)] = E[n2(t)] = E[n(t)).

I I 7

fe 0 fe
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— Figure of merit for DSB - SC and coherent detection =1.

Similar derivation on SSB and coherent detection yields the
same figure of merit.

Conclusions

B Coherent detection for SSB performs the same as
coherent detection for DSB-SC.

B There 1s no SNR degradation for SSB and DSB-SC
coherent receivers. The only effect of these modulation
and demodulation processes is to translate the message
signal to a different frequency band to facilitate its
transmission over a band-pass channel.

B No trade-off between noise performance and bandwidth.
This may become a problem when high quality
transceiving is required.
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Noise 1n Envelope Detector for AM

AM signal P | Bandpass x(t) |  Envelop N Output
s(?) \T/ filter | detector Signal y(7)
Noise w(¥)
s(t) = A[1+k m(t)]cos(2rf.t)
1
lim— | E[s*(1)]dt = A’E|(1+k,m(t))* |lim— [ cos’ 2z f.t)dt
Msz (0] [( ())]esz @)

(Assume m(t) 1S zero mean.)
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Also, j S (f)df = j Odf WN,
[0 Hence, channel SNR for DSB- C is equal to:
Az(l +i’ °P)

2WN,
[0 Next, we calculate the output SNR (observed at y(7)).

= SNR =

AM signal M | Bandpass x(1) R Envelop Output
s(?) \T/ filter detector Signal y(7)
Noise w(t)
:c(t) = S(t) -+ n(t)

= A.[l+ kom(t)] cos(2m f.t) + ny(t) cos(2m fot) — ng(t) sin(27 f.t)
= [Ac(1 4+ kam(t)) + ny(t)] cos(2m f.t) — ng(t) sin(27 f.t)
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Envelop detector

———————————————————————————————————————————————————————————————————————————————————————————————

, S
0 - [ 10 a0 [ S22
() filter ()2
y(t) — \/(mz(t))LOWPaSS
= \/[A 1+ kom(t)) + nr(t)]? + n&()

Q

5l

(1 + kgm(t)) +nr(t)]

block DC 1 [A kam( )—I—nz(t)]

if Ac[1+ kom(t)] > |n(t)]

(Refer to Slides 5-20 and 5-22.)
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E[A2k2m?(1)/2]  AK2P  A%K2P

= SNRO,AI\-’I ~

Eln}(t)/2]  E[n2(t)] 2WNy
_ SNRow A’k’P/(2WN,) kP o
SNR. . A (1+k.P)/2WN,) 1+k.P
[JConclusion

B Even 1f the noise power 1s small when 1t 1s compared
to the average carrier power at the envelope detector
output, the noise performance of a full AM (DSC-C)
recerver 1s inferior to that of a DSB-SC receiver due
to the wastage of transmitter power.
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Noise 1n Envelope Detector for AM

Assume m(t)= A cos(2xaf, 1)
=>s(t)=A[1+k A cos(2xf t)]cos(27f t)

Hence,
1 ¢r 1 er )
lim— | E[s’(Oldt=A"1im— | |1+k A cos(2xaf )| cos’(2xf t)dt
lim = [, ELs*(0}dr = A 1im [ [1+k,4, cos(2f, )] cos’ (21)

= A'lim (cos af:t) + 2k, 4, cos(27f, 1) cos’ 21 1)

+ k> A’ cos* (27f. ) cos* (271 1) Mt
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L A
where P = lTlIIl? 4, cos (2xf t)dt = 7’"

— Following similar procedure as previous discussion,
SNR,, kP k*A’ /2

N/

SNR.,, 1+KkP 1+kCA4/2

So even if for 100% percent modulation (k,4,, = 1), the figure of merit
= 1/3. This means that an AM system with envelope detection must
transmit three times as much average power as DSB-SC with coherent
detector to achieve the same quality of noise performance.
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Threshold Eftect

0 Whatif A:[1+ k.,m(t)] > |n(t)| is violated in AM modulation with
envelope detection’!

z(t) = s(t)+n(t)
= A.[l+ k,m(t)] cos(2m f.t) + ny(t) cos(2mf.t) — ng(t) sin(27 f.t)
= [Ac(1+ kom(t)) + ny(t)] cos(2m fot) — ng(t) sin(27 f.t)

B> |n| = \/(B+n1)2 +n2Q=\/B2+2nIB+n%+n2Qz\/B2+2nIB+n§=B+nI

B < [ii| = /(B +n1)? +n = /B + 20 B + 2 ~ v/B? + 2| B + |2 = B + |7
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y(1)

Q

~
~

Block DC

Assume A |1 + k,m(t)] < |n(?)]

\/(xQ(t))LowPass

T\ AL+ kam(®) + ni ()] + (0
1

V2

1

V2

1

V2

75 (A1 + kum(®) +[7(t))

1

VAZ(1 4 kam(t))2 + 217 (t) Ac(1 + kam(t)) + |A(t) |2

VAL(L + kam(t))? +2[7(t)| Ac(1 + kam(t)) + [A(t)[?

V[Ac(L + kam(t)) + [ (t)[]?

ﬂ(Ackam(t) +|7(t)])
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[ Ackam®) +nr(t), AL+ kam(®)] > [7(0)
Vau(t) = {Ackama) FIR@), AL+ k()] < (D)

E[A%E2m?(t)] A%k2p A%E2P
= SNR — c~a. — ca — ~c’a
AT UER@P] T ERI()] + Ed ()] 4WNg
SNRo,am  AZkZP/(AWNo,) k2P 1

= —— — See Slide 5-19.
~ SNRoaw  AZ(1+k2P)J@2WN,) _ 200+ k2P) S g Oeedhdea)
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Ihreshold Bffect I i 4

[0 Threshold effect . 2WN, 4N,

B For AM with envélope detection, there exists a carrier-
to-noise ratio p’(namely, the power ratio between
unmodulated carrier A, cos(27f.t) and the passband
noise 7(¢)) below which the noise performance of a
detector deteriorates rapidly.

( A2k2P
0 = 2k2Pp, if A[L+kam(t)] > |A(t)] e p> 1

_ Jown,

SNRo aAM = < A212 P
\ 413[/7\[0 = Kk2Pp, if AJ1+k.m(t)] < |0(t)] ie. p<1
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General SNR,, in Envelope Detection

For envelope detector, the noise 1s no longer additive; thus,
the original definition of SNR, (which is based on additive
noise) may not be applied.

A new definition should be given:

B Definition. The (general) output signal-to-noise ratio
for an output y(7) due to a carrier input 1s defined as

SNR, = — ¢
Var[ y(1)]
where s = E[y(¢)]- E[y, (t)],and y_(¢)1sequal to y(¢)
in the presense of noise alone. Conceptually, y(¢) = s, + y,(?).
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General SNR,, in Envelope Detection

s, 1s named the mean output signal. s, = E[y(t)] — E[y,(t)]

Var[y(¢)] 1s named the mean output noise power.

Example. y(¢) = A + n)t), where n,(t) is zero mean.

s =E[A+n,(t)]-E[n,(t)]=4
{Val‘[y(f )] = Var[n, ()] = E[n; (1)]
_ 4
~ E[n} ()]
This shows the backward compatibility of the new definition.

= SNR,,

© Po-Ning Chen@ece.nctu 5-25



General SNR,, in Envelope Detection

Now, for an envelope detector, the output due to a carrier
input and additive Gaussian noise channel 1s given by:

() = J(A+n,(0)) +n(2)

[y( ) = modified Bessel function
of the first kind of zero order.

= y(¢) 1s Rician distributed with pdf
fyeyy) = 0_3;%, exp( yz;': )IO (’2\;) for y > 0, where o = E[n?(t)]

= 2WN,
= y,(1) = [n}(1) +13(¢) is Rayleighdistributed with pdf

2

01 = o0 (~2) ey 2 0w = 101 = 20

N
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Ely(t) = /Oooyfy(t)(y)dy

o0 2 2 2
Y y-+ A Ay
Z_ - L =2)d
/o O?VGXP( 20%; ) O(J%) /
o0 2
ON 2 Uu
— - —— ) Iy(u)d

by taking v = Ay/o4 and p = A%/(20%;) = A*/(4W Ny).

o0 oo 2 2
Ely,()] = /0 yfyo(t>(y)dy=/0 2 exp (—;7) dy

ON N
= O'N/ 27212y = O'N/ Z - (ze_22/2> dz
0 0
— on (Z ) (_6—22/2>‘ _/ (—6_22/2> dZ)
0 0

2 1 2 Tl

B Tz = / — e 7 2y = \/ =
o e Z2=0NV e Z2=0

N/O N ; — NA[S

© Po-Ning Chen@ece.nctu 5-27



Confluent Hypergeometric Functions

The Kummer confluent hypergeometric function 1s a
solution of Kummer’s equation

2
Z +(b— x) —ay =0 for a,b complex
X
with boundary condltlons y(0)=1and y'(0)=a/b.
For b #0, -1, -2, ...., the Kummer confluent

hypergeometric function 1s equal to (Fi(a;b;x).

Generalized hypergeometric function

F(c—i‘l;‘x):i(al)k(az)km(ap)k_xk where (a),=a(a+1)---(a+k—1)
= GO RGO GO (@), =1 .
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Properties of
Confluent Hypergeometric Functions

1. 1E(a;b;x)z1+%x as x—0.

2. F(-LLx)=1-x.

3. 1F1(—1/2;1;—X)=exp(—§] ((1+x)l (zjﬂd (J]
~2\/: as X — 0,
7T

o ['(m/2) 1
4. Io u" " exp(— 2u2)]0(u)du— o |:1F1(2 14[92)}

5. exp(~u)-, F(a; Bu) =, F,(B—a;B;—u)
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General SNR,, in Envelope Detection

Hence,
ED(0)= 5 2z emp(-p)| u exp(—éjl (u)du
(2‘7 )3/2 exp(— p)sz/) 23)/2{1171(5,1,,0)} By Property 4
= \/gcnv exp(—p){lli@;l;pﬂ
_ gg{lﬂ(—%;l;—pﬂ By Property 5
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General SNR,, in Envelope Detection

As a result,

s, = E[y(®)] - E[y,()]= \ﬁ%

Var[ y(¢)] = 2075,

=20

2

Similarly, we can obtain:

By Property 2

£ x| 1 A4
81 Al Il B 1 ety
20, ) 4 2 20y
o 2 (1 2
=2 Al 5l
oy 4| 2" 20, )
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General SNR,, in Envelope Detection

This concludes to:

Fi(=1/2:1:—p) — 1]° A2
SNRo = - W Fi(=1/ p). .] ;. where p=
~(1+p) = [1F1(=1/2;1; —p)] ON
( [24/p/7 —1]? . - .
, as p 0@ roperty
- <%(1+p) 2+/p/]?

[(1+p/2) —1]°
Lx(L+p) = (1+p/2)%

as p — 0 (Property 1)
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(Continue from the previous slide.)

p+ 5 — /TP, as p — 00
_ 2
, as p—0
16(1+p) —m(2tp2 F
<(,0, as p — 00
~ 02
\16f47r, as p — 0

;

< 0, as p — o0
\0.91,02, as p — 0
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General SNR,, in Envelope Detection

LA E1/251-p)-1f
i(l+p) ~[F(-1/2L-p)f

and the two limiting approximates.

Curveof SNR, =

1000 E L L3} T T T T T T 1000 F T L B B B B R | T (See Sll(] 5 23)
p - .-
1 1 L1 L 0.1 P2 / / / I /] / I / I l I| L 1 >
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General SNR,, in Envelope Detection

Remarks Slide 5-12: SNRg psg_sc = 262 =42 _ 5p),
' 2WNy  df
B For large carrier-to-noise ratio p, the envelope detector
behaves like a coherent detector in the sense that the output

SNR 1s proportional to p.

B For small carrier-to-noise ratio p, the (newly defined) output
signal-to-noise ratio of the envelope detector degrades faster
than a linear function of p (decrease at a rate of p?).

B From “threshold effect” and “general SNR,,” we can see that
the envelope detector favors a strong signal. This is
sometimes called “weak signal suppression.”
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Impact of Noise in FM Receivers

FM

\ 4
\ 4

Bandpass | *(¥) . L v(f)| Baseband Output
, Limaiter Discriminator » lowpass —> .
signal s(f) filter filter signal

Noise w(¥)

To simplify the system analysis, we assume:

B ideal band-pass filter that 1s just wide enough to pass the
modulated signal s(¢) without distortion,

B 1deal demodulator,
B Gaussian distributed white noise process.

So, the only source of imperfection 1s from the noise.
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Baseband

x(?) w(?)
: M Bandpass » Limiter » Discriminator » lowpass [— O.u tput
signal s(f) filter filter signal

Noise w(7) {n () =r(t)cos(w(t))
n,(t)=r(?) §in(w(f )
s(t) = A, cos[27f t + g(t)], where §(1) = 27k, jo m(z)dr.

x(t)=A cos[2af .t + @(t)]+r(¢)cos[2af .t +w(t)] 4
= A, cos[2af t+ @(t) |+ r(¢)cos[2af t +o(t) +w (L) — @(1)]
= (A4, +r(t)cos[y (1) — g(1)])cos[ 24, + §(1)]
—r(t)smly () — (1) |sm[27f 1 + P(1)]

= (4, + r() cosly () — (O]} + 17 () sin’[w () — §(¢)] cos[27f ¢ + O(D)]

where 6(1) = 4(7) + tan” { r(®)sin[y(£) - 4(1)] }
A, + r(t)cos[y (1) - #(1)]
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FM Bandpass | * (0) .. . v(f)| Baseband Output
: » Limiter » Discriminator » lowpass [—> .
signal s(f) filter filter signal

Noise w(¥)

x(0) =(4, + (1) cosly (1) — O] + (1) sin’ [y (1) — §(¢)] cos[2f ¢ + O(1)]

Limiter

— A-cos[2xf t+ 0(1)]

Next, the signal will be passed through a Discriminator.

Recall on Slides 4-87 ~ 4-94, we have talked about the

Balanced Frequency Discriminator, whose input and output
satisfy:

Input s(¢) = Acos(2xf t +6(¢t)) Outputs (¢) =2aA6'(¢)

Recall s(t) = A, cos [2# fot + 2k | m(r)dT] = 3, (t) = 4mk .aA m(t)
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Thus, after passing through the discriminator

d[¢(t)+tan1{ F()sin[y (1) - $(1) H

A +r(t)cos[y (1) —p(1)]

v(t)=2aA0'(t) =2aA
(¢) (¢) =
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Let a(t) = %(t) — 6(t).

1 r(t) sin(a(t))
d (cb(t) + tan {Ac+r(t) cos(a(t)) })

t) = 2a A0’ (t) = 2aA
o(t) = 2040'(t) = 2a .

Claim 1: «a(t) = ¥(t) — ¢(t) is uniformly distributed
over [0,27), and is independent of m(t) and r(t).

Thus, r(t) cos(a(t)) and r(t) sin(a(t)) have the same distributions
as ny(t) = r(t)cos(v(t)) and ng(t) = r(t)sin(x(t)).

1. a(t) being independent of r(¢) should be self-justified since both (t) and
m(t) are independent of r(t).

2. 1(t) is independent of ¢(t) = 27ky f; m(7)dr and is uniformly distributed
over [0, 27) for given m(t). Thus, ¥ (t) —¢(t) is uniformly distributed over [0, 27)
and is independent of m(%).
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v(t) = 2aA0'(t) = 2aA% (¢(t) + tan~? {AC’HQ(t) })

—|—TL](t)
1 ng(t)
= 2aA | ¢'(t) + X (
2 1+( ng(t) )2 Ac +ng(t)
AC—|—n[(t)

__nq(t)n;(t) ))
(Ae +n1(t))?
Assumption 2: A. > r(t) with high probability.

So that A. > |n;(t)| and A. > |ng(t)| imply A. + nr(t) = A..

o(t) ~ 204 | ¢'(t) + — )2 y (”'@(t> gt ”/1(?5))
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Assumption 2 implies ni—it) < 1 and "iit) : ":{S) < ni—(t).

C

v(t) ~ 2aA (gb’(t) n ”:Qq(:)>

Assumption 3: 2adA = %

2mu(t) ~ ¢ (1) + 292 = ok pm(t) + 27mna(t),

where ng(t) =

_j2af | (D)
H(f)= 2

Table 6.2 : 8. %g(t) & 274G (f) 1y (1) .
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= Sny(f) = [H()Snq (f) = 42 Snq (f)

e o E— EE EE EE EE EE EE EE EE EE EE EE EE EE EE EE EE R R R R Em Em

2

Sy (f = L)+ S (f+ 1),

= Sny(f) = © S, ()= for| f < B, /2,
0, otherwise | . !
: 0, otherwise :
v, () =k m(t)+n, ()
/ 7)| Baseband
: M Bandpass ) » Limiter » Discriminator ! )= lowpass O.u tput
signal s(7) filter filter signal
Noise w(?) Bandwidth W < B;/2
that is just enough
to pass m(t).
~No, |f] <W;
A24Y0, = )
= Sp, (f) =4 2 .
0, otherwise
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2N W3
34

= E[n(1)] = j frdf =

Observation from the above formula:

In an FM system, increasing carrier
power A? = Decreasing noise power.

N This is named the noise quieting
effect.

\\/ /‘!

-0 w
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As v, (1) = k,m(t)+n, (1),

KE[m* ()] 34°%P

= SNR,) o\ = NI - IN provided A, >> r(?).
0 0

We next turn to SNR ¢ g
s(t) = A, cos[27f t + g(t)], where §(1) = 27k, jo m(z)dr.
—> average power in the modulatedsignal s(¢) is 4° /2.

Average noise power in the message bandwidth 1s ﬁ; %df =WN,.
A2 A
NW 2NW
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34°%;P
SNR, .  2NW*  3k.P

— 2 2
SNR. ., A w
2WN,
. . . . . ONR, .,
Remarks : For fixed /¥, increasing B, < increasing —
SNRCFM
k Pl/2
1. Deviation ratio D = Y oc L —. Af =k, max |m(?) |
w /4
Hence, VR ry oc D?. SNRo.rm . B2
SNRC,FM SNRc, M T
2.B, o = 2Af(1 + %) = 2DW(1 + %) =2W (D +1)
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(From Slide 5-19, 2P = A2))

(From Slide 4-60,D = = rdm _ kpier )
fm w
Summary

'Sk?P __ 3 [ Br,carson 2 2 _ 2k2}P
SNRo _ ] 1, DSB-SC
SNRc | (4P AM (p large, k3P < 3)

\% ﬁ%) : AM (p small, k2P < 3)

Specifically,

B for high carrier-to-noise ratio p (equivalent to the
assumption made in Assumption 2), an increase in
transmission bandwidth B provides a corresponding
quadratic increase in figure of merit of a FM system.

[1 So, there is a tradeoff between B, and figure of merit.
Notably, figure of merit for an AM system has
nothing to do with By.
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Single-Tone FM Signal with Noise

m(t) = A,, cos(2xf,,t)

Then we can represent the figure of merit in terms of
modulation index (or deviation ratio) S as:

_, SNRoyrm _ 3k;P _ 3Kk;(4,,/2)
SNRc,Frm W2 fz

_ 3(Af)? _ 342
— 2 f2 =3P

In order to make the figure of metric for an FM system to
be superior to that for an AM system with 100%
modulation, it requires:

3 1 2 A
32> 1 = B> Y2 ~ 0471

Br,Gerson = 28 (1+ §) = 28 (1 + §) = 208+ 1)fm
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Capture Effect

[1 Recall that in Assumption 2, we assume A4, >> r(1).

[1 This somehow hints that the noise suppression of an FM
modulation works well when the noise (or other unwanted
modulated signal that cannot be filtered out by either bandpass
or lowpass filters) 1s weaker than the desired FM signal.

[l What if the unwanted FM signal is stronger than the desired FM
signal.

B The FM receiver will capture the unwanted FM signal!

[0 What if the unwanted FM signal has nearly equal strength as the
desired FM signal.

B The FM receiver will fluctuate back and forth between them!

© Po-Ning Chen@ece.nctu 5-49



FM Threshold Effect

Recall that in Assumption 2, we assume A4, >> ()
(equivalently, a high carrier-to-noise ratio) to simplify &)
so that the next formula holds.

347k, P
0O.FM 2N0W3
However, a further decrease of carrier-to-noise ratio will

break the FM receiver (from a clicking sound down to a
crackling sound).

SNR

As the same as the AM modulation, this 1s also named the
threshold effect.
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FM Threshold Effect

Consider a simplified case with m(?) = 0 (no message
signal). From Slide 5-41, we have

amu(t) = ¢ () o+ "@OAe + (D] — no(®)nz (t)

—~ [Ac +n1(t)]? + nj ()

To facilitate the understanding of “clicking” sound effect,
we let r(f) = A A,, a constant ratio of 4.

= ny(t) = AAc cos[tp(t)] and ng(t) = AAcsin[y(t)] imply
MY’ (t) cos[th(t)](Ac + AAc cos[9(t)]) + X2 A2y’ (¢) sin® [y (2)]

2mo(t) = A2 + 2)\A2 cos[i(t)] + A2A2
_ AY(2) cos[p(t)] + Ny (2)
1+ 2XAcos[y(t)] + A%
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FM Threshold Effect

cos[w(t)]+ A
1+2Acos[w ()] + A’

= 209(t) = 0'(¢) = Ay (¢)

Then at the time, say,w(¢) = 7r,and A > 1but A =1

1 cos[w(t)]+ A _~ A ()
+2Acos[y () ]+ A4 A-1

= 2m(t) = 0'(¢) = Ay (1)

Thus, a sign change in () will cause a spike!

Notably, when A = 0 (no noise), the output equals m(t) = 0 as
desired.
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FM Threshold Effect

: cos[zzsin(z)]+ A
w(t) = zsin(t) = 20(1) = 0'(1) = A cos() —SLZSOI+ 4
1+2Acos[7zsin(z)]+ A
A=1.05
. .  A=5
) L N/ a—00s
\ / X
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How to Avoid “Clicking” Sound?

Fix modulation index (or deviation ratio) f and message
signal bandwidth W:
1. Determine B; by either Carson’s rule or Universal curve.

2. For a specified noise level N, select 4, to satisfy:

2 2
10log,, A >13dB orequvalently, A > 20.
2B.N, 2B, N,

Experiments found that occasional clicks are heard at p
around 13 dB.
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Threshold Reduction

After our learning that FM modulation has threshold

effect, the next question 1s naturally on “how to reduce
the threshold?”
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Threshold Reduction

1 Threshold reduction in FM receivers may be
achieved by

1. negative feedback (commonly referred to as an
FMFB demodulator), or

2. phase-locked loop demodulator.
[l Why PLL can reduce threshold effect is not covered in

this course.
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Received R Bandpass x(?) Lifiitef v(t) Blaseband
. . > » lowpass >
FM wave s() 1 filter Discriminator filter
Assume noise-free. | Syeo(?) Voltage-
controlled [<
oscillator

s(t) = 4, cos[2af ¢ + §(1)], where (1) = 27k, j;m(r)dr.
S,.o(t) =2cos[27f, t+ @, (¢)], where g, (¢) =2mak, _Em(r)d T.

vco vCco vco vCco

$(1)s,,, (1) = 2.4, cos[2af 1 + D) cos[2f 1 + 8, (1)]

— A, cos[27(f, = f.,, )t + (1= )P(?)]
The new frequency deviation Af, | =(1-a)Af ...

Thus, the bandpass filter can conceptually have a smaller passband
as wide as (1-a)B,, centered at (f. — 1. ).
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n(t)Syeo(t) = 2n(t) cos[27 fucot + Gueo(t)]

= The noise at the Mixer output can be treated white with the same
noise level as the input white noise.

x(t) =  Accos2rflt + (1 — a)o(t)] + r(t) cos[2m fit + 1 (t)]
bmiter o os[2m £t 4 0(1)] == s
where Enf(t)] = Elng(t)] = E[n*(t)] = (1 — ) BrNo,

and 0(t) = (1 — )(t) + tan— { r{t)sin[p(t) — (1= a)é(f)] }

Ac +7(t) cos[yp(t) — (1 — a)o(t),

Since E[n7(t)] = E[ng(t)] is smaller, and A, remains the same,

the condition A, > r(t) = \/ n3(t) +ng(t) holds with higher probability.

Experiments show that an FMFB receiver is capable of realizing a
threshold extension on the order of 5~7 dB.

© Po-Ning Chen@ece.nctu 5-58



Threshold Reduction of an FMFB Receiver

[1 To sum up:

B An FMFB demodulator 1s essentially a tracking
filter that can track only the slowly varying
frequency of a FM signal.
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Pre-Emphasis and De-emphasis for FM

Recall that the noise PSD at the output shapes like a bowel.

If we can “equalize” the signal-to-noise power ratios over the
entire message band, a better noise performance should result.

v(¢)| Baseband

x(t)
: M Bandpass » Limiter Discriminator lowpass [— O.u tput
signal s(7) filter filter signal

Noise w(¥)

4
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Pre-Emphasis and De-emphasis for FM

Pre-emphasis

N )
m (t) filter H,.(f) X \T/

| De-emphasis
filter Hy.(f)

4

S‘i

Noise w(t)

[0 Now instead of change/equalize the signal PSD, we produce an
undistorted version of the original message at the receiver output

with
H, ()H, (f)=1tfor —-W<f<W.
[1 This relation guarantees the intactness of the message power.

[1 Next, we need to find H,(f) such that the noise power is
optimally suppressed.
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Pre-Emphasis and De-emphasis for FM

Pre-emphasis R T R | De-emphasis
filter H,(/) 1 IX 'T 1 RX | filter Hy ()

Noise w(t)

m(t) —

Under the assumption of high carrier-to-noise ratio, the
noise PSD at the de-emphasis filter output is given by:

N Hae(HP, 1f1<W;

0, otherwise

NS\ ()R df

[Hae(f)°Sn, (f) = {

—> Average noise power = I
w
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Pre-Emphasis and De-emphasis for FM

Since the message power remains the same, the
improvement factor of the output signal-to-noise ratio after
and before pre/de-emphasis is:

s
Lo [ rar o

s °f| 0 nidr | S HADEd 3 f TR df
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Pre-Emphasis and De-emphasis for FM

First order filter: Hy.(f) =

2w
=>1=—7
3 f2IH(OF df
_ 2w
w f2
3I-W1+(f/fo)2 Y
W/ 1)

T3 f,)—tan” (W £,)]

20

18 B
\

14 -

12 -

1(dB) |

1
1+35(f/fo)

o N S =)
! ! !

With W= 15 KHz, we plot / as
a function of .

10 12 14

Jo (KHz)
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Pre-Emphasis and De-emphasis for FM

1 Final remarks:

B In the previous trial, we simply use a first order
linear filter to improve the system.

B Nonlinear pre-emphasis and de-emphasis filters
have been applied to applications like tape
recording. These techniques, known as Dolby-A,
Dolby-B, and DBX systems, use a combination of
filtering and dynamic range compression to reduce
the effects of noise.
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Phase-Locked Loop

Phase-locked loop

s(t) = A sin[27f t + ¢ (1)], where ¢, (1) = 27k, JZm(r)dr.

1(t) = A, cos[2af t + ,(£)], where @, (¢) = 27k, jo’v(f)df.

k.  Error
FM wave ‘@é e(?) Loop ~ Output
s(?) 5 filter ] v(7)
Feedback
signal
r(?)
VCO
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Loop filter = lowpass filter + filter A( 7).

e(t) =k s(t)r(t)
=k A sm[2xf t+ ¢ (t)] - A cos[2af t+ ¢,(1)]

_ kmf;cAv (sin[47f. + (1) + 4,()] +sing, (1) — &, (1)])

TR il 0], where [ = A=A

Also, (1) = [ {e()} it = 7)d .

kn  Error
FM wave ‘6@ e(?) Loop ~ Output
s(?) ] filter Y0)
Feedback
signal
r(t)
VCO
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de(t) = ¢1(t) — Pa(t)
= ¢1(t)—27rkv/0 v(T)dT

_ 4y(t) — 2mk, /O t ( / h ’“mécA” sin[e (u)] (T — u)du) dr

— OO

= ¢1(t) — /Ot (/00 21k sin @, (u)]|h(T — u)du) dr

— 00

where k, =k k A A /2.
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The previous formula suggests an equivalent analytical model for PLL.
2K O

$1(t) Pe(t) %
— g sin(+) h(t)

A P2(t)
/0 at

When ¢,(¢) = 0, the system is said to be in phase-lock.
In this case, ¢,(2) = ¢,(¢) or equivalently, k,v(f) = km(2).

A

When ¢,(¢) is small (< 0.5 radians), the system i1s said to be nearly
phase-locked.

In this case, we can approximate sin| @,(7)] by @.(¢); hence, a linear
approximate model 1s resulted.
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Linearization approximation model for PLL.

D1(t) ~ Gelt) prooreeaes %
</ " h(?)

O\ﬁ
=
~
A

We can transform the above time-domain system to its
equivalent frequency domain system to facilitate its analysis.
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Linearization approximation model for PLL.

D, (f) o DS poermemmmer i
_,Q ‘ i S H(f)

_____________

D.(f) _ D,(f)
D,(f) [®,(f)=D(N]+D,(f)
_ ®,.(f)
DQ,(f)+27k,D ()H(S)G(S)
_ 1 _ i
L+27k, H(F)G(f)  Jf +kH(S)
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First-Order PLL

H(f)=1]

©,(f) _ (k)
©,(f) 1+ (f k)

A parameter k, controls both the loop gain and bandwidth of the
filter. In other words, it 1s impossible to adjust the loop gain
without changing the filter bandwidth.
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Second-Order PLL

H(f)=14a/(jf) and using linear PLL model.

o) _ i if _ )
O.(f) JrkH)  Jf +k+al(i) () +kU) +ka
_ 1)
L+28Cif 1 1)+ L 1Y

where natural frequency f, = ./ak, and damping factor { = \/ k,/(4a).
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Second-Order PLL

¢=0.3
1 1 , 1 Fast response but require
F- with f, = — : .
1 + 2¢(j2n f) + (j27 f)? 27 longer time to stabilize
= <2 sm(n/l —(2)e"1{r >0}, 0<(<1
¢=1 ' g "C=0707
smh(T\/(j2 De ¢"1{r >0}, ¢>1 A :
= | - =1 :
2 o4t “ Slow response but quick
= o 03l ) stabilization. .
= !
21T ot / -
g <
=5 01t f
SE ,
2 8 o
22 o
O & g2t
<
- ,8.4 ] i ] i I i
-0.3
-4 2 0 2 4 6 8 10
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Summary

1 Notes

1. SSB modulation is optimum 1n noise performance
and bandwidth conservation in AM family.

2. FM improves the noise performance of AM family
at the expense of an excessive transmission

bandwidth.

3. FM offers the tradeotf between transmission
bandwidth and noise performance.
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