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Let (X1, Y1), (X2, Y2), . . . , (Xn, Yn) be i.i.d. random vectors.

By sorting the 2-dimensional random vector {(Xi, Yi)} according to ascending {Yi},
we obtain:

(XD(i), Y(i)),

whereXD(1), XD(2), . . . , XD(n) are named the induced order statistics or concomi-

tants of order statistics.

Example φ1, φ2, . . . , φn are received log-likelihood ratios.

Form a 2-dimensional vector sequence as (φ1, |φ1|), (φ2, |φ2|), . . . , (φn, |φn|).
Then we can sort {φi} according to {|φi|}, when doing the decoding/demodulating

process.
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Definition X[1], X[2], . . . , X[n] are absolute order statistics if X1, . . . , Xn are

sorted according to their absolute values.

Hence,

|X[1]| ≤ |X[2]| ≤ · · · ≤ |X[n]|.

How to determine the distributions of {X[i]}?
Proposition Any symmetric random variable X satisfies that

Pr [X ≤ x] = Pr [G|X| ≤ x] ,

where G ⊥⊥ X and Pr[G = −1] = Pr[G = 1] = 1/2.

Here, symmetric means that Pr[X ≤ −|x|] = 1− Pr[X ≤ |x|].
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Proposition (Egorov and Nevzorov 1975) For a sequence of symmetric

random variables X1, . . . , Xk, define Yk = |Xk|. Then
(X1, . . . , Xn) has the same distribution as (B1Y1, . . . , BnYn),

where B1, . . . , Bn are i.i.d. with equal marginal probability over {−1,+1}, and is

independent of Y1, . . . , Yn.

• The above proposition can be generalized to quasi-symmetric random variable.

Definition (quasi-symmetric) A random variable X is quasi-symmetric if

pPr[X < −|x|] = (1− p) Pr[X > |x|],
for some 0 ≤ p ≤ 1.

• p = 1/2 reduces quasi-symmetric to symmetric.

• p = 1 reduces quasi-symmetric to nonnegative.

• p = 0 reduces quasi-symmetric to nonpositive.
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Proposition For a sequence of quasi-symmetric random variablesX1, . . . , Xk

with parameter p, define Yk = |Xk|. Then
(X1, . . . , Xn) has the same distribution as (B1Y1, . . . , BnYn),

where B1, . . . , Bn are i.i.d. with

Pr[Bi = +1] = p and Pr[Bi = −1] = 1− p,

and is independent of Y1, . . . , Yn.

• In light of the above proposition, the distribution of X[1], . . . , X[n] can be es-

tablished if the parent distribution is quasi-symmetric.
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For x > 0,

Pr[X[k] < −x] = Pr[BkY(k) < −x]

= Pr[Bk = +1] Pr[Y(k) < −x] + Pr[Bk = −1] Pr[−Y(k) < −x]

= pPr
[
Y(k) < −x

]
+ (1− p) Pr

[−Y(k) < −x
]

= pPr
[
Y(k) < −x

]
+ (1− p) Pr

[
V(n−k+1) < −x

]
,

and

Pr[X[k] < x] = Pr[BkY(k) < x]

= Pr[Bk = +1] Pr[Y(k) < x] + Pr[Bk = −1] Pr[−Y(k) < x]

= pPr
[
Y(k) < x

]
+ (1− p) Pr[−Y(k) < x]

= pPr
[
Y(k) < x

]
+ (1− p) Pr[V(n−k+1) < x],

where Vk = −|Xk|.
For x ∈ �,

Pr[X[k] < x] = pPr
[
Y(k) < x

]
+ (1− p) Pr[V(n−k+1) < x].
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Theorem (Egorov and Nevzorov 1976) Let X1, . . . , Xn be i.i.d. with

marginal cdf F (·). Assume F (·) has inverse function, and has 1st-order-

differentiable density f(·) satisfying
sup

{x∈� : f(x)>0}
|f ′(x)| ≤ M.

Then

sup
x∈�

∣∣∣∣Pr
[
f(qk)(X(k) − qk)

β2
< x

]
− Φ(x)

∣∣∣∣ ≤ C

(
1√
k
+

1√
n− k + 1

+
Mβ2
f 2(qk)

)
,

where C is an absolute constant, qk = F−1
(

k
n+1

)
,

β2 =

√
k(n− k + 1)

(n + 1)
√
n + 2

.

For x ∈ �,
Pr[X[k] < x] = pPr

[
Y(k) < x

]
+ (1− p) Pr[V(n−k+1) < x].

We can apply Egorov-Nevzorov theorem to Y(k) and V(n−k+1) to give an estimate

of Pr[X[k] < x].
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Let G(x) and g(x) be the cdf and pdf of |X|, respectively.
Recall that F (x) and f(x) be the cdf and pdf of X , respectively.

Then for x > 0,

G(x) = Pr[|X| < x]

= Pr[−x < X < x]

= Pr[X < x]− Pr[X < −x]

= Pr[X < x]− (1− p)

p
Pr[X > x]

(
=

(
1− p

1− p
Pr[X < −x]

)
− Pr[X < −x]

)

=
1

p
Pr[X < x]− (1− p)

p

(
= 1− 1

1− p
Pr[X < −x]

)

=
F (x)− (1− p)

p
,

(
= 1− 1

1− p
F (−x)

)

which implies that

g(x) =
1

p
f(x) =

1

1− p
f(−x).
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For x < 0, the cdf Ḡ(x) and pdf ḡ(x) of −|X| are respectively equal to:

Ḡ(x) =
1− F (−x)

p
=

1

1− p
F (x) and ḡ(x) =

1

p
f(−x) =

1

1− p
f(x).

Observe that

qk(G) = G−1

(
k

n + 1

)
= F−1

(
1− n− k + 1

n + 1
p

)

and

qn−k+1(Ḡ) = Ḡ−1

(
n− k + 1

n + 1

)
= −F−1

(
1− n− k + 1

n + 1
p

)
.

For convenience, let h = F−1

(
1− n− k + 1

n + 1
p

)
and h̄ = −h.
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By rewriting Egorov and Nevzorov’s theorem as (z = qk + β2x/f(qk)):

sup
z∈�

∣∣∣∣Pr [X(k) < z
]− Φ

(
f(qk)(z − qk)

β2

)∣∣∣∣ ≤ C

(
1√
k
+

1√
n− k + 1

+
Mβ2
f 2(qk)

)
,

and replacing X(k) in the theorem by Y(k) and V(n−k+1), we obtain:

sup
z∈�

∣∣∣∣Pr [X[k] < z
]− pΦ

(
g(h)(z − h)

β2

)
− (1− p)Φ

(
g(h)(z + h)

β2

)∣∣∣∣
= sup

z∈�

∣∣∣∣pPr[Y(k) < z]− pΦ

(
g(h)(z − h)

β2

)
+ (1− p) Pr[V(n−k+1) < z]− (1− p)Φ

(
ḡ(h̄)(z − h̄)

β2

)∣∣∣∣
≤ pC

(
1√
k
+

1√
n− k + 1

+
Mβ2
g2(h)

)
+ (1− p)C

(
1√

n− k + 1
+

1√
k
+

M̄β2
ḡ2(h̄)

)
,

where

M = sup
{x∈� : g(x)>0}

|g′(x)| = 1

p
sup

{x≥0 : f(x)>0}
|f ′(x)|

and

M̄ = sup
{x∈� : ḡ(x)>0}

|ḡ′(x)| = sup
{z≤0 : f(−z)>0}

∣∣∣∣−1

p
f ′(−z)

∣∣∣∣ = 1

p
sup

{x≥0 : f(x)>0}
|f ′(x)| = M.



Absolute order statistics OR4-11

Consequently,

sup
z∈�

∣∣∣∣Pr [X[k] < z
]− pΦ

(
g(h)(z − h)

β2

)
− (1− p)Φ

(
g(h)(z + h)

β2

)∣∣∣∣
≤ C

(
1√
k
+

1√
n− k + 1

+
Mβ2
g2(h)

)
.

The above inequality is useful when taking k = αn, where

β2
√
n√

α(1− α)
=

n
√

(1− α)n + 1

(n + 1)
√
(1− α)(n + 2)

= 1 + o(1) as n → ∞

and

h = hp,α + o(1) = F−1
(
1− (1− α)p

)
+ o(1) as n → ∞

the inequality becomes:

sup
z∈�

∣∣∣∣∣Pr [X[αn] < z
]− pΦ

(
f(hp,α)(z − hp,α)

p
√
α(1− α)

√
n

)
− (1− p)Φ

(
f(hp,α)(z + hp,α)

p
√
α(1− α)

√
n

)∣∣∣∣∣ ≤ C ′ 1√
n
.
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We conclude that as n → ∞,

Pr
[
X[αn] < z

]
=




0, if z < −hp,α;

1− p, if − hp,α ≤ z < hp,α;

1, if z ≥ hp,α

In other words, X[αn] converges in distribution to a random variable that takes

values −hp,α and hp,α with probabilities (1− p) and p.

• The above result was derived for quasi-symmetric parent distributions.

• In 1982, Egorov and Nevzorov further generalized their result to an i.i.d. parent

sequence X1, . . . , Xn with

G(x) = Pr[|X| ≤ x]

whose inverse function exists.
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Theorem Suppose that k/n → α for 0 < α < 1 as n → ∞, and let

gα = G−1(α). Then for 1st-order-differentiable parent density f(·),

Pr
[
X[k] < x

] n→∞−→




0, if x ≤ gα;
λ1

λ1 + λ2
, if − gα ≤ x < gα

1, if x ≥ gα,

where λ1 = f(gα) and λ2 = f(−gα), provided that f ′(±gα) < ∞.


